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Digital Evolution and Security
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How to partition security into hardware & software?
How much security can we achieve in hardware?
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Why a Root of Trust in Hardware is Essential

Hardware implementations are more efficient
- Boosts computationally exensive cryptography
- Less energy/area costs for constrained applicaitons

Protections in hardware are more powerful
- Opening up a hardware chip is assumed with higher cost

compared to a disassembling a binary
- Some advanced countermeasures are only for hardware

Security-relevant components are hardware-only
- True Random Number Generators

15. Januar 2026Hardware Security – Challenges and Directions – Tim Güneysu 3

0110001010001



Security Engineering |

Hardware Root of Trust – Directions and Challenges
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Challenges
#1  Knowing the Adversary
#2  Preserving your Secrets
#3  Models and Limitations in Implementation Security

Directions
#1   Moving Target Defense in Hardware
#2   New Hardware Constraints for Cryptography
#3   Trusted and Security-oriented Hardware Design



CHALLENGES
Knowing the Adversary
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CHALLENGE #1: Knowing the Adversary – Models and Boxes

Black-Box 
Attacker

Gray-Box
Attacker

White-Box
Attacker
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operations

• Observing side-channel
information

• Analyzing gate-level components
for vulnerabilities

• Probing & modifying circuitry C
O

M
PL

EX
IT

Y 
 

k

• Observing & changing I/O data
• Observing traffic patterns

• Observing timing behavior
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CHALLENGE #1: Knowing the Adversary – Attacks in SW and HW
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§ Logical Run-Time Attacks

§ Boot attacks

§ Software/Memory flaws

§ Crypto primitive/protocol

§ Physical Attacks
§ Side-Channel analysis 

§ Fault-Injection Attacks

§ Probing/Test port access

§ IP Attacks
§ Reverse engineering

§ Cloning & modifications

§ Trojans (HW & SW)

§ Supply chain
How much protection does hardware offer?

Software

Hardware

Security 
Measures
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CHALLENGE #1: Knowing the Adversary – Model Mismatches

Even more prominent examples: 
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Megamos

Real attackers do no care about adversary models or laws
(Neither the public when your system is published to be broken)

The selection of choosing a minimal but holistic set of
countermeasures is an underresearched topic



CHALLENGES
Preserve Your Secrets
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CHALLENGE #2: Preserving your Secrets
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SAC_CA_2023 SAC_CA_2023Untrusted
Channel
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Oscar

Well-known Kerckhoff‘s Principle: only key k must be kept secret 
à Cryptographer: „Hmm, that’s basically not my problem!“
à This needs to be solved by the implementation…
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CHALLENGE #2: Preserving your Secrets – SW vs. HW
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§ Options in Software 
§ Where to put it? In the binary? 
§ Who then protects the binary? Using obfuscation?
§ White-Box Cryptography (Fully broken, cf. DES, AES, DCA)

§ Options in Hardware
§ Secure distributed memories (ROM, Fuse, EEPROM, Flash, battery-backed BRAM)
§ Physically Unclonable Functions (PUF)

Common Approach: Put some trusted components with key storage in hardware 
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CHALLENGE #2: Preserving your Secrets – Hacking the Trusted HW
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EEPROM security
fuses as implemented
inside a PIC16F886 

microcontroller

EEPROM 
provides a

security bit
to enable
readout

protection of
Flash memory:

0 = none
1= protected
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CHALLENGE #2: Preserving your Secrets – Hacking the Trusted HW
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Single EEPROM-
cell covered with

metal plate

UV-light Erasing Device
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CHALLENGE #2: Preserving your Secrets – Optical Side-Channels

Access to the surface of the chip from 
IC backside without creating contacts 
with internal wires

Optical interactions with transistors 
using Failure Analysis (FA) tools

Optical Techniques:
Photon Emission
Laser Stimulation
Optical Probing

15

Boit, et al. "From IC Debug to Hardware Security Risk: The power of backside access and optical interaction," IPFA 2016.

Slide courtesy of Shahin Tajik, WPI
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CHALLENGE #2: Preserving your Secrets – Photon Emission Example

Assume an 𝑛-bit counter in HW: 
𝑛 clocked registers + some 
combinatorial logic

• The emission rate is proportional 
to the switching frequency

• Counter’s LSB is brighter than 
the MSB

• Clock buffers have the highest 
switching frequency >> The 
brightest spots are clock buffers

16

The emission of a counting counter on 
Intel/Altera MAX V (180 nm)

Tajik, et al. ”Emission Analysis of Hardware Implementations," DSD 2014.

Slide courtesy of Shahin Tajik, WPI
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Fig. 1. Comparison of classical EOFM with LLSI. Classical EOFM can be applied to localize transistors switching with a known data-dependent frequency
(here: 1MHz), however, transistors carrying a static signal do not appear in the image. In contrast, for LLSI, the power supply is modulated with a known
frequency (here: 2MHz), thus transistors in the on-state can be localized.

In order to highlight the deployment of masking schemes in
real-world products, we would like to mention that protection
against side-channel attacks is among the criteria defined by
certification bodies in several countries. Masking schemes are
among the countermeasures which have been employed in,
e.g., banking cards since more than a decade ago by smartcard
vendors.

B. Optical Backside Failure Analysis Techniques

Due to the increasing number of metal layers on the
frontside of integrated circuits (ICs), optical FA techniques
have been developed to access on-chip signals through the
backside [40]. The main techniques are photon emission
analysis, laser stimulation, and optical probing, which take
advantage of the high infrared transmission of silicon for
wavelengths above 1 µm. Although initially developed for FA
purposes, these techniques are nowadays also used in the
security domain [41]. FA labs are equipped with machines
that incorporate all of the previously mentioned techniques in
one device, which is typically a laser scanning microscope
(LSM) equipped with a camera for photon emission analysis,
a detector for measuring the reflected laser light, and laser
sources of different wavelengths.2

Due to their high spatial resolution, optical FA techniques
seem to be promising for conducting single-trace measure-
ments. For instance, the analysis of Photon Emission (PE) with
temporal resolution allows to detect the time of switching ac-
tivities of single transistors. Related techniques are Picosecond
Imaging Circuit Analysis (PICA) [42], and the more low-cost
approach of Simple Photonic Emission Analysis (SPEA) [43],
which has been used to attack unprotected implementations of,
e.g., AES [43] and RSA [10]. However, the circuit has to be
repeatedly stimulated for these techniques, since the emission
probability is very low for a single switching event. This
disqualifies time-resolved PE analysis from being a single-
trace technique. Optical techniques that in principle can probe
static signals are Thermal Laser Stimulation (TLS) [44] and
spatial PE analysis of off-state leakage current [45], [46].

2For a discussion on cost and availability of such FA machines, see
Section VII-A3.

However, due to the requirements of low noise on the power
line for TLS, and high static current for PE analysis, these
techniques are restricted to specific applications and targets.
In contrast, optical probing seems to be a more promising
technique, and thus, it is discussed in more detail below.

1) Optical Probing - EOP and EOFM: For optical probing,
a laser beam is focused by a microscope-based setup on the
backside of the IC, and the reflected light is analyzed to find
data dependencies. Since the refractive index and absorption
coefficient within the silicon depend on the electrical proper-
ties present in the device [47], the laser light irradiating the
IC is modulated and partially reflected. A detector processes
the returning light and converts it to an electrical signal. Due
to the transparency of the silicon to the wavelengths above
1.1 µm, optical probing can be carried out in a non-invasive
manner on some devices [48] (see also Section VII-A5).

The laser can either be parked at a specific location, or
scanned over a larger area of the chip. When the laser remains
at a particular location, the waveform of the signal of interest
can be extracted. This technique is called Electro-Optical
Probing (EOP)3. To achieve a sufficiently-high SNR, many
repetitions of the same waveform must be integrated. On the
other hand, when the laser scans an area, the detected signal
can be fed into a spectrum analyzer set to a narrowband filter
for finding areas on the chip that operate with a specific fre-
quency. This technique is known as Electro-Optical Frequency
Mapping (EOFM)3. The result of an EOFM measurement is
a 2-D image showing a signature at areas switching with the
frequency of interest, see Fig. 1a.

Two crucial steps are involved in an attack scenario where
the adversary tries to localize and probe a set of registers/me-
mories using optical probing [48], [49]. First, the attacker
induces a known frequency into the device (e.g., by supplying
the clock or rebooting the chip at a specific frequency) to
activate the target registers or memories, see Fig. 1a. Second,
the device is operated in a loop, and EOP can be used to
read out the values of each individual register. Note that if
the sensitive data are processed in parallel, the content of the

3When using a coherent light source, EOP is typically called Laser Voltage
Probing (LVP), and EOFM is called Laser Voltage Imaging (LVI).

Laser Logic State Imaging (LLSI)

Krachenfels, et al. “Real-World Snapshots vs. Theory: Questioning the t-Probing Security Model,” Oakland, IEEE S&P, 2021.
Krachenfels, et al. “Trojan Awakener: Detecting Dormant Malicious Hardware Using Laser Logic State Imaging,” ASHES, 2021.

Fig. 1. Scanning the laser over the DUT causes a change in current
consumption due to thermal stimulation. Figure based on [4].

Besides that, a drift in electronics and the mechanical system
as well as a lower scan resolution might hinder an attack.
An evaluation of the general possibility of developing such
a setup thus seems to be beneficial. Consequently, this paper
will evaluate if such a setup is generally feasible and what
advantages and disadvantages it would bring for a potential
attacker. This knowledge could then be used in the future to
develop a more accurate TLS attacker model and thus better
protected devices.

Our Contribution. In this work, we demonstrate the feasi-
bility of a low-cost TLS attack setup by retrofitting a commer-
cial LFI setup with a suitable laser, amplifier, and software.
For this, we only use commercially available components.
We then evaluate two previously published attack types on
the setup. The first one is the extraction of data from the
SRAM of a microcontroller, as used for PUF characterization
[1] and working memory data extraction [3]. For this attack,
we showcase TLS scans of the whole memory area and also
demonstrate that data can be extracted from the individual
memory cells. The second evaluated attack is the readout of the
decryption key from the BBRAM of an FPGA, as presented in
[2]. We demonstrate that even with a low-cost setup, extraction
of the full 256-bit AES key from the device is possible. Finally,
we discuss and compare our results to the classical approach
of using professional failure analysis equipment and highlight
possible countermeasures.

II. BACKGROUND

A. Thermal Laser Stimulation (TLS)
Techniques from failure analysis (FA) that use laser radi-

ation to impact the device under test (DUT) are referred to
as laser stimulation techniques. Usually, the laser is scanned
over the DUT while device parameters like the current con-
sumption are monitored, grayscale-encoded and plotted over
the scanning position, see Fig. 1. The resulting response map
shows areas where laser radiation causes changes in the current
consumption of the DUT. For thermal laser stimulation (TLS),
the laser wavelength is chosen to have a photon energy smaller
than the silicon bandgap, which consequently only causes local
heating and no photocarrier generation.

When drain or source of a single metal-oxide semiconductor
field-effect transistor (MOSFET) are thermally stimulated,
effectively a voltage source between the corresponding metal
contact and the channel is generated [1], [5]. This voltage
source is also referred to as Seebeck generator, since it is

GND

VCC

UVCC-USeebeck
UGND+USeebeck

P1

N1

P2

N2

High-Ohmic Channel
Low-Ohmic Channel
TLS Sensitive Areas

TLS Response Map:

Fig. 2. Memory cell under thermal stimulation. Figure based on [1].

caused by the Seebeck effect [6]. When the channel of the
transistor is low-ohmic, this generator is connected between
drain and source. In contrast, when the channel is high-
ohmic, one connection of the generator is floating and the
generated voltage is ineffective. The sign of the generated
voltage depends on whether drain or source are stimulated
and on the type of the MOSFET (n- or p-type) [6].

A memory cell, as implemented in complementary metal-
oxide semiconductor (CMOS) technology, basically consists
of two cross-coupled inverters, see Fig. 2. As can be seen,
the circuit stays in one of two states because of the cross-
coupling. While being in a stable state, for ideal transistors
there is no current flow between VCC and GND, since one of
the transistors in each connection from VCC to GND is high-
ohmic. However, under stimulation, the Seebeck generator
causes the creation of a voltage (USeebeck), which is added
to the existing voltage levels. When assuming 0 V as GND
level and, for instance, the drain of transistor N1 is stimulated,
effectively USeebeck is applied to the gate of N2. Consequently,
the resistance of N2 decreases via exponential sub-threshold
operation, which in turn results in an increased current flow
between VCC and GND. The same applies for transistor P1
when the drain of P2 is stimulated. The change in current
consumption can be expected to be in the nanoampere range
[1]. If a laser with a beam diameter approximately equal to
the transistor size is scanned over the cell, a TLS response
map as shown in Fig. 2 can be expected. Due to the increased
current consumption, the sensitive transistors will be shown as
brighter pixels. If the memory cell is in the inverted state, the
other two transistors are sensitive. The cell’s state can thus be
deduced from the TLS response map.

Note that due to the chosen laser wavelength only thermal
stimulation occurs, which can increase the leakage current of
the memory cell but cannot change its state.

B. TLS for PUF Characterization and Data Extraction

The extraction of data stored in SRAM on microcontrollers
can pose a threat to secrets stored within. For instance, the
authors of [1] show that the extraction of data from SRAM
memory on microcontrollers down to the 180 nm technology
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Slide courtesy of Shahin Tajik, WPI

Without any countermeasures, secrets can be extracted just as
a matter of time and cost from all conventional CMOS chips.

Combinations of protections (e.g., obfuscation, PUFs,…) 
can help to increase the complexity beyond practicability.



CHALLENGES
Models and Limitations in Implementation Security
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Levels of Design Abstraction – Functional Perspective 
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Abstraction 

System Algorithm Register Transfer Gate Circuit Material 

CPU ROM
I/O

RAM

𝒔𝟏𝒔𝟐

𝒔𝟎

M1

Low-Level Detail 

How can we this combine with our security requirements, e.g., for SCA?
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Side-Channel Attacks in Practice
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Cryptographic 
Operation

Measure power consumption on execution

(Statistical) analysis to recover processed secret

Common Empirical Methods:
- Simple Power Analysis (SPA)
- Differential Power Analysis (DPA)
- Correlation Power Analysis (CPA)
- Test Vector Leakage Assessment (TVLA)
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Modeling Side-Channel Attacks
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𝒅-probing model [ISW03]

An adversary is given the exact values of up to 
𝑑 wires of a circuit C.

Glitch-extended 𝒅-probing model [FGP+18]

An adversary is given the exact values 
of all synchronization points influencing 

up to 𝑑 wires of a circuit C.
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Advanced Models – Protection by Secure Gadgets
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Insecure Circuit Protected Circuit

Replace insecure gates by 
secure gadgets

Share inputs and outputs

Maintain timing (pipelining)



Security Engineering |

Modeling Side-Channel Attacks – Composability
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PNI [BBD+15]
Probe Non-Interference

PSNI [BBD+16]
Probe Strong Non-Interference

𝑑! ≤ 𝑑 𝑑" + 𝑑# ≤ 𝑑

𝑑"

𝑑#

𝑑"

𝑑#

𝑑" + 𝑑# ≤ 𝑑

PINI [CS20]
Probe-Isolating Non-Interference

Similiar notions for fault injection attacks and the combined setting: FINI, CINI [FRSG22] 
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Levels of Design Abstraction and SCA – The Security Gap
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Abstraction 

System Algorithm Register 
Transfer

Gate Circuit Material 

CPU ROM
I/O

RAM

𝒔𝟏𝒔𝟐

𝒔𝟎

M1

Low-Level Detail SPA
DPA
CPA
TVLA

Constant
Time

ISW, PNI, PSNI, PINI
FINI, CINI

Formal
Verification

Testing and Practical Validation

THE GAP
Suitable complexity-aware sub-gate-level modelling is required

for holistic verificaiton of implementation security

With a holistic view, root-cause analysis becomes feasible

???

???
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Security Engineering |

DIRECTION: Moving Target Defense in Hardware
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Many attack vectors exploit the static nature of hardware

è Idea: Runtime reconfiguration of HW security components 

Advantages:

- Profiled and location-based attacks could be eliminated, e.g. SCA

- Hardware could be upgraded on-the-fly in case of security failures

- Runtime support for complex crypto portfolios (cf. NIST PQC standards)

Proof-of-Concept: 

Runtime-Dynamic AES Implementation 
on Hardware (FPGA)

Software

Secure 
Hardware
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Proof-of-Concept Architecture – Runtime Reconfiguration of AES

FPGAs can be reconfigured in parts 

Partial reconfiguration requires prebuilt 

subconfigurations (e.g. AES rounds)

All configuration data is stored on 

external flash and loaded by the PRC
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Xilinx ZYNQ UltraScale+ SOC

PRC + ICAP

200 MHz

Partial Reconfiguration

AES Variations
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Proof-of-Concept Architecture – Design Concept – Top View
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Proof-of-Concept Architecture – Protected AES Encryption

40 differently implemented AES rounds •  Arranged in a 4×10 grid  •  Each column represents one AES round
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Proof-of-Concept Architecture – Protected AES Encryption
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Proof-of-Concept Architecture – Protected AES Encryption
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Proof-of-Concept Architecture – Protected AES Encryption
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Proof-of-Concept Architecture – Protected AES Encryption
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DIRECTION: Moving Target Defense in Hardware
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Many attack vectors exploit the static nature of hardware

è Idea: Runtime reconfiguration of HW security components 

Disadvantages :

- Limited countermeasure (x16) with high overhead in time and space 

- Runtime reconfiguration on FPGA is currently too slow (>10ms per run)

- Formal security specification, verification and certification 
with dynamic hardware behavior even more complex

Future Directions:

- Novel highly-reconfigurable FPGAs
(as announced by Tabula but never released)

- Neuromorphic computing to the rescue?

Software

Secure 
Hardware
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New Hardware Constraints for Cryptography
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Tag Data

New Hardware Constraints for Cryptography – Cache Design

Caches are set-associative
structures for improving
memory access times

Caches are table structure 
with ways and sets
• Set is determined by 

part of the address

• Way is determined by the 
replacement policy

Hardware Security – Challenges and Directions – Tim Güneysu 36

0

1

2

1021

1022

1023

Index Way 0 Way 1 Way 2 Way 3

… … … …

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data

Tag Data Tag Data

Tag Data Tag Data

Tag Data

Tag Data

Tag Data

Tag Data Tag Data

Tag Data

Tag Data Tag Data

Tag Data

Tag Index

Memory Address

15. Januar 2026



Security Engineering |

New Hardware Constraints for Cryptography – Cache Design

Prime + Probe Attack

An attacker can observe 
cache accesses

1. Fill a cache set 

2. Trigger victim access

3. Re-Access eviction set  
à Cache miss = access

• There are even more 
sophisticated attacks

• Flush & Reload
Prime Prune & Probe

Hardware Security – Challenges and Directions – Tim Güneysu 37
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Tag Data

New Hardware Constraints for Cryptography – Cache Design

Cache randomization

Prevents efficiently
Prime + Probe attacks

Index is pseudorandomly
generated from the address

Data is placed in one of the 
candidate entries

Latest architectural proposal:
ClepsydraCache [TNF+23]

What do we use as 𝑭𝑲?
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[TNF+23] Jan Philipp Thoma, Christian Niesler, Dominic A. Funke, Gregor Leander, Pierre Mayr, Nils Pohl, Lucas Davi, Tim Güneysu:
ClepsydraCache - Preventing Cache Attacks with Time-Based Evictions. USENIX Security Symposium 2023
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New Hardware Constraints for Cryptography – Cache Randomization

Functional Requirements

1. Low Latency 
Function will be part of cache design and must
not decrease the access time

2. Key Dependency
Secret and session-specific cache randomization

3. Invertibility (with a given tag)
This is required to support write-back caches

4. Designed to match cache architectures
(most recent caches have 1024 sets)
Map 48-bit tag + 10-bit index to 10-bit randomized index
Offset bits must be ignored

Hardware Security – Challenges and Directions – Tim Güneysu

𝑭!𝟏𝒊𝒅𝒙′

𝐹$

Memory Address

Tag Index

48

10

10
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New Hardware Constraints for Cryptography – Attacker Modell

Attacker Model is different from what
we usually assume in symmetric
cryptography

• The attacker has never access to the 
output of 𝐹$

• The attacker can observe if two 
addresses collide

• The attacker aims to find colliding 
addresses

Hardware Security – Challenges and Directions – Tim Güneysu 40

𝑭"𝟏

𝑨𝒅𝒅𝒓𝒂 𝑨𝒅𝒅𝒓𝒃

𝑻𝒂𝒈𝒂 𝑻𝒂𝒈𝒃
𝒊𝒅𝒙𝒂 𝒊𝒅𝒙𝒃=

?

𝐹# 𝐹#
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New Hardware Constraints for Cryptography – Approaches

Approach 1: Use a low-latency block cipher (e.g. 64-bit PRINCE)

• Zero-pad 58-bit input and sample index-bits 
from ciphertext, use remainder as tag

• 6 Bit storage overhead for the tag and 
comparison logic à expensive

Approach 2: Design a 58-bit block cipher

• Possible, but conventional design
processes more (tag) data than required

• Ignores the weaker adversary model 
(no output available to attacker!)

Approach 3: Design a 10-bit cipher with
reduced latency 
è SCARF [CGL+23]

Hardware Security – Challenges and Directions – Tim Güneysu 41
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𝑻𝒂𝒈𝒂 𝑻𝒂𝒈𝒃
𝒊𝒅𝒙𝒂 𝒊𝒅𝒙𝒃=

?

𝐸𝑛𝑐# 𝐸𝑛𝑐#

[CGL+23] Federico Canale, Tim Güneysu, Gregor Leander, Jan Philipp Thoma, Yosuke Todo, Rei Ueno:
SCARF - A Low-Latency Block Cipher for Secure Cache-Randomization. USENIX Security Symposium 2023
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New Hardware Constraints for Cryptography – SCARF Cipher

SCARF is a 10-bit tweakable 
block cipher with 48-bit tweak
and 240 Bit key

Latency optimized combination 
of SPN and Feistel structure

Designed for 7 + 1 rounds

Further cryptanalysis welcome!
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Trusted and Security-oriented Hardware Design
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Abstraction 

System Algorithm Register Transfer Gate Circuit Material 

CPU ROM
I/O

RAM

𝒔𝟏𝒔𝟐

𝒔𝟎

M1

Low-Level Detail 

Hardware design EDA support optimization for performance, area and energy.
Support for security-oriented hardware design is required in EDA 
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Trusted and Security-oriented Hardware Design

Security-oriented design tool support is solely not sufficient

§ Trust in development tools (external 
verification and validation required)

§ Trust in manufacturing parties and 
supply chains

§ Trust in delivery services 

§ Trust in key management and 
distribution services 
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Conclusions
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Lessons Learned
• Models of adversaries are fuzzy, better design for stronger ones

• Secrets are hard to protect – hardware helps to make it harder

• Models and abstractions are imperfect by nature, but often 
still too imperfect for implementation security

• Moving target defense in hardware could disable profiling attacks

• New hardware-oriented use-cases for cryptography emerge
(such as fault-tolerant cryptography)

• Trusted and secure design requires trusted and secure-oriented tools



Thank you!

tim.gueneysu@rub.de

mailto:tim.gueneysu@rub.de
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